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ABSTRACT 

Hepatitis C is a major global health problem; the right diagnosis is critical to effective disease 

management. In recent years, machine learning techniques have shown promise in improving 

diagnostic accuracy in various medical applications. We aim to improve the diagnosis of 

hepatitis C by comprehensively analyzing several machine learning algorithms in this study. 

We compared and evaluated the classification accuracy, precision, and recall of 12 different 

models, including Random Forest, Gradient Boosting, K-Nearest Neighbors, Extreme Gradient 

Boost, Extra Trees, AdaBoost, LogitBoost, CatBoost, Support Vector Machine, Naive Bayes, 

Neural Network (Multilayer Perceptrons) and Gaussian process classifiers. Here, we train and 

test these machine learning models to determine the most effective way to classify hepatitis C 

diagnoses. We evaluate the algorithm's accuracy and compare our results with existing 

literature. The highest model accuracy in this study using LogitBoost was 98%, while Extra 

Trees achieved 99% accuracy after undersampling the data. This experimental analysis 

demonstrates the potential of machine learning techniques to improve hepatitis C diagnosis. 

The high accuracy of the LogitBoost and Extra Tress models highlights their effectiveness in 

identifying hepatitis C cases. By harnessing the power of machine learning algorithms, we can 

improve hepatitis C diagnostics, enabling early detection, timely intervention, and improved 

patient outcomes. The results of this study have major implications for the medical community 

and may improve the development of more accurate and effective hepatitis C diagnostic tools. 
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9.1 Introduction 

Hepatitis C causes a major global public health issue, changing a significant number of people 

on a worldwide level. Hepatitis C is a liver problem connected to the Hepatitis C virus [1]. The 

illness can appear as either acute or chronic. Individuals who catch the Hepatitis C virus and 

have been infected for a duration of less than six months suffer from a disease known as Acute 

Hepatitis C [2]. Usually, people don't show any symptoms [2]. Around 20% of the people who 

have been infected will properly cure the virus within a period of 6 months, which prevents 

any suffering consequences [3]. It is estimated that the remaining 80% of people infected with 

the Hepatitis C virus will progress to a chronic state of the disease [4]. Individuals infected will 
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continue to have the virus indefinitely, thereby maintaining their infectiousness and posing a 

potential risk to others. It is estimated that 71 million individuals approximately suffer from 

chronic HCV infection based on data provided by the World Health Organization [5]. Hepatitis 

C virus (HCV) has the potential to induce various liver ailments, such as chronic hepatitis, liver 

cirrhosis, and hepatocellular carcinoma (HCC) [6]. The precise and prompt identification of 

hepatitis C is essential for efficiently controlling and mitigating disease advancement. 

Traditional diagnostic techniques, including antibody tests and polymerase chain reaction 

(PCR) assays, have garnered extensive utilization [7]. However, these methods possess certain 

drawbacks about their sensitivity, specificity, and cost-efficiency. 

 

Figure 9.1: Overview of Hepatitis C 

The majority of people infected with Hepatitis C have absent symptoms. The start of symptoms 

may occur within a period that varies from 14 days to 180 days following the initial infection 

[8]. Yet, it is possible that symptoms might begin for years after initial exposure, possibly 

suggesting that the liver damage has reached to an advanced stage. Currently, there is a lack of 

an effective vaccine to prevent Hepatitis C [9]. However, various strategies are present to 

reduce the possibility of developing the infection [10]: 

• For drug use don't share needles, spoons, etc.  

• Sharing personal items like razors, toothbrushes, etc. that may come into contact with 

infectious blood is not recommended. 

• Condoms are required to be used during sexual activity. 

• Visit authorized tattoo, acupuncture, and body piercing outlets. 

Machine learning has become popular for healthcare research and has demonstrated promise 

in a number of medical fields, such as disease diagnosis [11]. Machine learning algorithms can 

immediately discover relationships and patterns in large datasets [12]. This allows the creation 

of predictive models to help detect diseases quickly and accurately. Machine learning models 

may boost hepatitis C diagnostic accuracy and patient care by analyzing complicated data 

patterns and combining multiple factors. 



This study analyzes potential machine learning may enhance hepatitis C treatment. Our 

objective is to use our major scientific and clinical information to establish accurate models 

that can help identify hepatitis C infection efficiently. To be able achieve our research 

objective, we are going to perform thorough and methodical analysis of the experiment. The 

dataset of patients will be utilized in our evaluation. The data set provided will be used as a 

starting point for both training and validating our machine learning models. This study aims to 

utilize a range of machine learning algorithms, such as random forest [13], gradient boosting 

[14], k-nearest neighbors [15], extreme gradient boosting [16], extra tree [17], adaboost [18], 

logitboost [19], catboost [20], support vector machine [21], naïve bayes [22], neural networks 

(multi-layer perceptron) [23], and gaussian process [24] classifier models, to perform an 

analysis of the dataset and create predictive models for the diagnosis of hepatitis C. Besides all 

of these algorithms, CNN [25] is also applied in various medical problem-solving research. 

The models will be tested by analyzing accuracy, recall, and precision metrics. 

The expected findings of the research are predicted to have major impacts for hepatology and 

how it's used in hospitals. The possible effect on creating reliable machine learning models for 

diagnosing hepatitis C is significant as it can significantly change existing diagnostic 

methodologies and supply clinicians with valuable guidance resources. Through applying 

elegant algorithms and an in-depth review of huge amounts of patient data, our objective is to 

create exact and strong models that can aid in timely recognition and diagnosis of health 

problems. Findings of this study possess an opportunity to make a valuable contribution to the 

progression of medical practices and to better worldwide management of hepatitis C. 

9.2 Literature Review 

In the research they carried out, Ma et al. [26] done an evaluation of six separate machine 

learning algorithms to try to predict hepatitis C. In particular, they stated a high accuracy rate 

of 95% when using support vector machines (SVM) and XGBoost algorithms. They employed 

the NHANES and UCI datasets, which include clinical data from a group of over 5,000 and 

1,000 people diagnosed with hepatitis C, respectively. The main finding of the research active 

the assessment and contrast of different machine learning methods for predicting the onset of 

hepatitis C. Results of the learn found that Support Vector Machines (SVM) and XGBoost 

shown the highest degree of accuracy in the present situation. 

Wang et al. [27] identified HBV and HCV status utilizing four machine learning models. 

Notably, their HCV status analysis displayed a 98.1% accuracy rate. The NHANES dataset, 

which consists of clinical data from over 5,000 adults in the US was used by the researchers. 

This study employed five algorithms based on machine learning to predict hepatitis C status. 

This study revealed that the K-Nearest Neighbors (KNN) model was incredibly accurate. 

Ahammed et al. [28] employed feature selection and predictive machine learning algorithms to 

forecast hepatitis C. Their K-Nearest Neighbors (KNN) algorithm reached 83% accuracy. They 

evaluated 1,801 patients and 12 features. This work applied feature selection to enhance 

hepatitis C prediction machine learning models. 

Based on clinical information, Abdelrahman et al. [29] constructed a structure for machine 

learning for identifying hepatitis C. Their architecture has a 94.88% accuracy rate using the 

Random Forest (RF) method. Clinical data from regarding 850 people suffering from hepatitis 

C have been utilized in the Egyptian HCV dataset. A machine learning conduct that accurately 



foretold real-world hepatitis C cases was its primary contribution. The most significant 

contribution included a machine learning framework that can predict real-world hepatitis C 

infections. 

Singh et al. [30] put forward a method of ensemble learning to predict hepatitis C disease, 

reaching a high accuracy of 95.69% employing the Ensemble Model. The scientists utilized 

the UCI dataset, which covers clinical data obtained from a group of over 1,000 people 

suffering from hepatitis C. The main work consisted of the creation of an ensemble learning 

structure that was able to increasing the accuracy of machine learning models in the field of 

hepatitis C estimation. 

Priya et al. [31] evaluated machine learning approaches for identifying hepatitis C. The logistic 

regression (LR) methodology had 97.9% accuracy. Clinical data from more than 1000 hepatitis 

C patients were utilized in the UCI dataset. Evaluating machine learning techniques for 

hepatitis C prediction were the study's major contribution. The research found that the logistic 

regression (LR) approach was the most accurate. 

To predict hepatitis C, Sahoo et al. [32] evaluated multiple and a binary labeling of a dataset. 

The AdaBoost algorithm provided the researchers 54.23% accuracy. Clinical data from over 

1,000 hepatitis C patients were employed in the PROMISE dataset. This study examined the 

efficacy of multi-class and binary classifications to predict hepatitis C. The research conducted 

found that binary class labels appeared more accurate. 

In their research, Syafa'ah et al. [33] done a comparison of four machine learning classification 

algorithms, specifically k-nearest neighbors, naïve Bayes, neural network, and random forest, 

to predict hepatitis C. A dataset that make up 1,200 patients identified as having hepatitis C 

was utilized in the research. The findings showed that the neural network displayed the greatest 

accuracy, specifically 95.12%. 

Alotaibi et al. [34] utilized machine learning methods to identify the presence of liver disease 

for people suffering from hepatitis C. The researchers employed a dataset comprising 2038 

Egyptian patients from the UCI Machine Learning Repository. Following that, they trained 

four different machine learning algorithms on this dataset, including Random Forest, Gradient 

Boosting Machine, Extreme Gradient Boosting, and Extra Trees model. The Extra Trees model 

shown better outcomes compared to the other models, getting an accuracy rate of 96.92%. 

In their research, Abd El-Salam et al. [35] use machine learning approaches to project the 

likelihood of esophageal varices for humans diagnosed with chronic hepatitis C. A dataset 

making up 4962 patients from Egypt had been used, and six different machine learning 

algorithms have been used for learning purposes. The algorithms covered Neural Networks, 

Naïve Bayes, Decision Tree, Support Vector Machine, Random Forest, and Bayesian Network. 

The Bayesian Network algorithm displayed excellent results, with an accuracy rate of 74.8%. 

In their study, Chen and Ji [36] created a customized machine learning structure to identify 

hepatitis C in particular patients. The model is trained utilizing patients' individual clinical data, 

helping it make predictions concerning the possibility of hepatitis C in a given patient. The 

model's efficiency was examined using a dataset with 615 patients, which gave an accuracy 

rate of 99%. 

Table 9.1: Comparison with related works. 



Ref Contribution Year Dataset Model Accuracy 

This 

Work 

An experiment with twelve 

machine learning model to 

predict hepatitis C 

2023 UCI 

RF, KNN, GB, 

XGBoost, Extra 

Trees, AdaBoost, 

LogitBoost, 

CatBoost, SVM, 

NB, NN, GP 

99% 

(Extra 

Trees) 

[26] 

Compared six machine 

learning algorithms for 

hepatitis C prediction 

2023 
NHANES 

and UCI 

SVM, KNN, LR, 

DT, XGBoost, 

and ANN 

95% (SVM, 

XGBoost) 

[27] 

Used four machine 

learning models to predict 

HBV and HCV status 

2023 NHANES 
KNN, SVM, LR, 

CART 

98.1% 

(KNN) 

[28] 

Used a combination of 

feature selection and 

machine learning to predict 

hepatitis C 

2023 

Dataset of 

1,801 

patients 

with 12 

features 

KNN, LR, DT, 

RF, NN 

83% 

(KNN) 

[29] 

Developed a machine 

learning framework to 

predict hepatitis C using 

clinical data 

2023 

Egyptian 

HCV 

dataset 

NB, RF, KNN, 

LR 

94.88% 

(RF) 

[30] 

Developed an ensemble 

learning model for 

predicting hepatitis C 

2022 UCI 

MLP, Bayesian 

Network, Quest, 

Ensemble 

95.69% 

(Ensemble 

Model) 

[31] 

Compared the performance 

of different machine 

learning models for 

predicting hepatitis C 

2022 UCI 
k-NN, SVM, RF, 

NN, NB, LR 
97.9% (LR) 

[32] 

Comparisons between 

multi and binary class 

labels of the same dataset 

2020 
PROMISE 

dataset 

KNN, RF, SVM, 

GNB, NN, 

Bagging, 

AdaBoost 

54.23% 

(AdaBoost) 

 

9.3 Methodology 

The proposed methodology for this research uses machine learning algorithms in the early 

diagnosis of Hepatitis C, which involves several phases, as shown in Figure 9.2.  



 

Figure 9.2: Proposed methodology 

At the very beginning, a dataset that includes people suffering from Hepatitis C is collected. 

The dataset is then subjected to multiple data preprocessing methods. The data preparation 

procedures involve removing unnecessary columns, changing the "Category" column into a 

binary class representation (Blood Donor, Suspected Blood Donor), and encoding the "Sex" 

column as binary values (0 for Male and 1 for Female). The dataset contains rows with mean 

values that replace null values. The Robust Scaler is used to connect all attributes to a common 

scale. The dataset that received preprocessing is split into two subsets: training and testing sets. 

After that, a comprehensive set of twelve different machine learning models is applied, namely 

Random Forest [13], K-Nearest Neighbors [15], Gradient Boosting [14], Extreme Gradient 

Boost [16], Extra Trees [17], AdaBoost [18], LogitBoost [19], CatBoost [20], Support Vector 

Machine [21], Naive Bayes [22], Neural Network (Multilayer Perceptrons) [23], and Gaussian 

process [24] classifiers. The comparative evaluation of each model contains an evaluation of 

its classification accuracy, precision, and recall. The dataset is balanced by 

implementing underestimating techniques to reduce potential class imbalance issues. This 

entails the undersampling of the majority class to achieve a balanced distribution of samples 

with the minority class. Then, we evaluate the model by conducting multiple statistics, 

including accuracy, precision, recall, and confusion matrix [37]. The results of the research are 

subjected to evaluation and translation. This methodology offers an approach for predicting 

Hepatitis C and related liver diseases by implementing machine learning algorithms. This 

research aims to identify the most efficient model for early detection of Hepatitis C by 

evaluating various models and performance metrics. 

9.3.1 Data Collection 

We take this research's dataset from the UCI Machine Learning Repository [38]. The data set 

consists of 615 records of patients, 75 of whom are healthy and 540 uncertain of hepatitis C. 

The research sample contained patients across various regions. The dataset has been compiled 



in Table 9.2. The dataset's target variable, classification class, and sex distribution are shown 

in Figures 9.3 and 9.4. 

Table 9.2: Summary of the dataset. 

Classes Values 

Category 
Healthy Patients (0),  

(Suspected Patients (1) 

Age 19 - 77 

Sex Male (0), Female (1) 

Albumin (ALB) 14.9 - 82.2 

Alkaline Phosphatase (ALP) 11.3 - 414.6 

Alanine Aminotransferase (ALT) 0.9 - 325.3 

Aspartate Aminotransferase (AST) 10.6 - 324 

Bilirubin (BIL) 0.8 - 254 

Cholinesterase (CHE) 1.42 – 16.41 

Cholesterol (CHOL) 1.43 – 9.67 

Creatinine (CREA) 8 – 1079.1 

Gamma-Glutamyl Transferase (GGT) 4.5 – 650.9 

Protein (PROT) 44.8 - 90 

 

Figure 9.3: Distribution of Category class.  Figure 9.4: Distribution of Sex class. 

 

9.3.2 Data Preprocessing 

To simplify the process, we remove unnecessary columns from the dataset that do not assist 

with the classification task. In the "Category" column, there were multiple categories identified, 

including "Blood Donor," "Hepatitis," "Fibrosis," and "Cirrhosis." The classes were 

transformed into binary classes, with "Blood Donor" being categorized as "Healthy Patients" 



and all other three classes being classified as "Suspected Patients". Similarly, the "Sex" column, 

first denoted as "Male" and "Female", is encoded using binary values (0 and 1), where 0 means 

"Male" and 1 means "Female". After that, we check the dataset to see if any null value exists 

or not, after finding they are handled through using of the mean value related to the related 

feature.  

 

Figure 9.5: Box plot for each column 

Some of the columns contain outliers, as shown in Figure 9.5. The robust scaler scales data 

because it is less dependent on dataset outliers. Figure 9.6 shows age data from our dataset. In 

Figure 9.7, we use a boxplot to explore the variation in age within different groups to identify 

the number of healthy and insufficient patients.  

 

Figure 9.6: Visualization of Age   Figure 9.7: Visualization of Age with 

Category 



 

In Figure 9.8, a scatter plot illustrates the relationship between Aspartate Aminotransferase 

(AST) and the variable type within the dataset. After plotting the data, we can observe the range 

of aspartate aminotransferase (AST) levels across both categories of hepatitis C. 

 

Figure 9.8: Scatter plot of Category separately 

The dataset is processed to identify the correlation between all columns, shown in Figure 9.9. 

Analyzing a dataset's variables' connection and interdependence allows us to understand. 

 

Figure 9.9: Correlation between all columns 



In the end, in Figure 9.10, our focus moves toward a graph of the distribution of various blood 

test results through both groups. Histogram plots are used for visualization in this context. This 

method makes identifying major differences or overlaps in category values easier. 

 

Figure 9.10: Distribution of various blood test Results by Category 

After completing each of the previous procedures, we move on to implement a total of 12 

machine learning models. The dataset was split into an 80:20 ratio for training and testing. As 

shown in Figure 3, it is clear that our dataset displays an imbalance. In order to achieve a 

balanced dataset, the undersampling technique is employed. Undersampling is a method that 

reduces the number of samples in the majority class in line with the number of samples in the 

minority class [39]. This process aims to create a more equal distribution of data for training 

machine learning models. This approach minimizes potential bias to the dominant class and 

improves the overall accuracy of classification. Next, we execute a comparative analysis of the 

results obtained from the machine learning models by evaluating the accuracy, recall, and 

precision metrics for both the before and after balanced datasets. 

9.4 Experimental Result 



The tables in this research show the results of the machine learning algorithms used to detect 

Hepatitis C. 

The results of the machine learning algorithms on the imbalanced dataset are shown in Table 

3. Before performing the balancing process, the LogitBoost algorithm displayed a level of 

accuracy reaching 0.98. Additionally, it demonstrated a precision of 0.99 and a recall of 0.92. 

The Extreme Gradient Boost (XGBoost) algorithm showed outstanding results, achieving an 

accuracy of 0.97, precision of 0.99, and recall of 0.83. More algorithms, namely Gradient 

Boosting, AdaBoost, and Random Forest displayed important levels of accuracy and precision. 

Table 9.3: Before balancing the dataset the result of machine learning algorithms 

Algorithms Accuracy Precision Recall 

Random Forest  0.93 0.99 0.62 

K-Nearest Neighbors 0.84 0.83 0.21 

Gradient Boosting 0.94 0.99 0.71 

Extreme Gradient Boost 0.97 0.99 0.83 

Extra Trees 0.91 0.93 0.58 

AdaBoost 0.95 0.99 0.75 

LogitBoost 0.98 0.99 0.92 

CatBoost 0.94 0.99 0.71 

Support Vector Machine 0.84 0.99 0.17 

Naive Bayes 0.88 0.76 0.54 

Neural Network (Multilayer Perceptrons) 0.93 0.99 0.67 

Gaussian process 0.85 0.88 0.29 

 

Table 9.4 shows what was determined after dataset balancing. The Extra Trees algorithm got 

0.99 precision, recall, and accuracy. The Random Forest approach performed higher with an 

accuracy of 0.97, precision of 0.93, and recall of 0.99. The Support Vector Machine algorithm 

performed low compared to other algorithms, having an accuracy rate of 0.83 and a recall rate 

of 0.64. 

Table 9.4: After balancing the dataset the result of machine learning algorithms 

Algorithms Accuracy Precision Recall 

Random Forest  0.97 0.93 0.99 

K-Nearest Neighbors 0.90 0.99 0.79 

Gradient Boosting 0.90 0.87 0.93 

Extreme Gradient Boost 0.90 0.87 0.93 



Extra Trees 0.99 0.99 0.99 

AdaBoost 0.93 0.88 0.99 

LogitBoost 0.90 0.87 0.93 

CatBoost 0.93 0.93 0.93 

Support Vector Machine 0.83 0.99 0.64 

Naive Bayes 0.87 0.86 0.86 

Neural Network (Multilayer Perceptrons) 0.97 0.93 0.99 

Gaussian process 0.87 0.92 0.79 

 

Figures 9.11, 9.12, and 9.13 present a graphical representation showing the contrasting 

evaluation of the algorithms' accuracy, precision, and recall metrics, each before and after 

following the dataset being balanced. The given figures represent the effect of balancing on the 

performance metrics, highlighting the observed enhancements after the execution of balancing 

methods. 

 

Figure 9.11: Comparison between accuracy before and after balancing the dataset 
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Figure 9.12: Comparison between precision before and after balancing the dataset. 

 

Figure 9.13: Comparison between recall before and after balancing the dataset 

In addition, Figures 9.14 and 9.15 give the confusion matrices both before and after to the 

dataset has been balanced. The matrices provided offer valuable insights into the classification 

performance of the algorithms, displaying the accurate identification of true positives and true 

negatives and the incorrect identification of false positives and false negatives. 
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Figure 9.14: Before balancing the confusion matrix 

 

Figure 9.15: After balancing the confusion matrix 

In general, the experiment results show that the performance of different algorithms used for 

machine learning was specifically improved by balancing the dataset. The use of a balanced 

dataset caused raised accuracy, precision, and recall metrics across multiple algorithms, 

therefore showing enhanced abilities in identifying Hepatitis C. 



9.5 Conclusion & Future Work 

The present study utilized machine learning algorithms to accurately diagnose hepatitis C. We 

examined and evaluated twelve different models' classification accuracy, precision, and recall. 

By analyzing relevant scholarly papers and comparing them with other algorithms, we 

determined the most effective methods for diagnosing hepatitis C. The empirical results 

demonstrated that machine learning significantly enhances the accuracy of hepatitis C 

diagnosis. Specifically, the Extra Trees model achieved an impressive accuracy rate of 99% 

after implementing undersampling techniques. These remarkable results unequivocally prove 

that these models can diagnose hepatitis C accurately. It is crucial to note that employing 

machine learning algorithms in medicine offers several advantages for detecting hepatitis C. 

The high accuracy levels exhibited by these models enables early detection. Prompt 

intervention and ultimately improve patient outcomes. Moreover, given the global health threat 

posed by hepatitis C, utilizing advanced computational methods to enhance illness diagnostics 

becomes imperative. Therefore, this study contributes substantially to the growing research on 

machine learning in healthcare. The authors emphasize the significance of advanced 

computational methods for precise disease diagnosis. Furthermore, these findings underscore 

the importance of continuous research and development in improving the accuracy and efficacy 

of diagnostic technologies for hepatitis C. Overall, this study demonstrates that machine 

learning techniques can effectively improve diagnostic accuracy for hepatitis C. In further 

study attempts, investigating novel features and data sources, such as genetic data and patient 

demographics, could yield significant findings for developing more comprehensive diagnostic 

models. Furthermore, implementing more in-depth study efforts, including diverse and 

representative datasets, can yield a better understanding of the versatility of models and their 

practical significance in real-world scenarios. 
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