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Enhance precision in detecting and classifying diverse weed
species across various growth stages using AI.

Developed a comprehensive dataset of 203,567 images,
covering 16 weed species across 11 growth stages.

Labeling of the dataset, categorized by species
and growth stage (week-wise), providing a comprehensive
resource for weed identification research.

Reduce herbicide usage and environmental impact through
accurate, automated, and species-specific weed management
strategies.
Mitigate agricultural yield losses by employing advanced object
detection models for precise weed identification.

Applied data augmentation techniques, including
normalization, color space conversion, scaling, and
thresholding, and labeled images with bounding boxes
for accurate detection.

Trained models on an 80% training, 10% validation,
and 10% testing split, evaluating performance through
metrics like mAP, recall, and inference speed.

Utilized RetinaNet with a ResNeXt-101 backbone and
DETR with a ResNet-50 backbone for effective weed
detection and classification.
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Implemented and compared DETR and RetinaNet models for
accurate weed detection and classification.

 Detection Transformer (DETR) Architecture [1]. The model uses a CNN backbone, transformer encoder-decoder, and
prediction heads to detect and classify objects, including weeds, as shown in the final output.

Data includes diverse images from seedling to mature stages, ensuring robust training and evaluation, and
captured with iPhone 15 Pro Max. Stopped capturing images when the weeds entered their flowering stages
(week 11).

Images were captured under controlled greenhouse conditions to maintain consistency and reduce noise.

With 16 species of weeds this research encompassed a total of 174 classes.

The full dataset initially comprised 2,494,476 frames. After a thorough review process to remove
substandard images, 203,567 images were ultimately selected for training.

To ensure data accuracy, we implemented a
QA process, manually refining annotations using
LabelImg software [2].

RetinaNet achieved the best mean Average Precision (mAP) of 0.904 and the
mean Average Recall (mAR) of 0.989, outperforming DETR's mAP of 0.840
and mAR of 0.936.
In terms of inference speed, RetinaNet reached 7.28 FPS, significantly faster
than DETR's 3.49 FPS.

PERFORMANCE COMPARISON OF DETR AND RETINANET ON TRAINING AND TEST SETS

Comparison of object detection results for ABUTH and DIGSA using DETR and RetinaNet models. Row 1 displays
predictions for ABUTH, and Row 2 displays predictions for DIGSA, with ground truth and model

confidence scores indicated for each detection.
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